
NETWORK MEASURES 

 

A. Centrality Measures 

 

Closeness centrality is a centrality measure which examines the distance between the network 

nodes and ranks them according to their average distance(Freeman, 1978). The average distance 

is given by 𝒍𝒊 =
𝟏

𝒏
 𝒅𝒊𝒋𝒋 , where n is the number of nodes and 𝒅𝒊𝒋 is the shortest distance between 

nodes i and j. A small average distance indicates that the node can quickly access other nodes 

and, thus, the specific node is a central one. The formula of closeness centrality is the inverse of 

the average short distances, 𝑪𝒊 =
𝟏

𝒍𝒊
=

𝒏

 𝒅𝒊𝒋𝒋
, so that it is consistent with the rest of the measures, 

where a higher value indicates a higher centrality.  

However, some issues occur especially when there are clusters formed in the network. Two 

nodes that belong to a different cluster would result to an infinite distance and consequently to 

zero closeness centrality.  To bypass this, we could calculate closeness centrality only for nodes 

in the same cluster. Again, this would result to nodes that belong to small clusters having a 

closeness centrality higher compared to nodes in larger clusters which is contradictory. To 

overcome the adversities, the modification of closeness centrality formula has been proposed to 

𝑪′𝒊 =
𝟏

𝑛−1

𝟏

 𝒅𝒊𝒋𝒋(≠𝒊)
, which solves the issue with nodes belonging in different clusters and nodes 

that are closer to each other obtain a higher score. 

 

Betweenness centrality, is a centrality measure that examines whether a node is used as a bridge 

to connect other nodes (Freeman, 1977). More specifically, it measures the shortest paths that 

pass through each node. A node that has high betweenness centrality is an influential one, 

meaning that a high amount of information disseminates through it. The formula that describes 

betweenness centrality is 𝒙𝒊 =  𝒏𝒔𝒕
𝒊

𝒔𝒕 , where 𝒏𝒔𝒕
𝒊  is the number of shortest paths between nodes 

s and t that pass through node i. This equation can be transformed to 𝒙𝒊 =  
𝒏𝒔𝒕
𝒊

𝒈𝒔𝒕
𝒔𝒕 , where 𝒈𝒔𝒕 is 

the number of shortest paths between nodes s and t, so that we take into consideration the total 

number of shortest paths between two nodes. Finally, a useful transformation would be a 

normalization, which can be achieved by dividing betweenness centrality with the total number 

of node pairs, 𝒏𝟐.  

 

Eigenvector centrality measures the influence of a node in a network and ranks the nodes 

according to the number of links that their neighbors form (Bonacich, 2015). The mathematical 

equation that we use to calculate eigenvector centrality is 𝒙𝒊 =
𝟏

𝝀
 𝒙𝒋𝒋 , where λ is a constant that 

describes the proportionality between the eigenvector centrality of node i and the centrality of its 

neighbors, and  𝒙𝒋𝒋  is the sum of eigenvector centralities of node’s i neighbors. 

 

B. Integration Measures 

 

Characteristic path length is the average path length between a pair of nodes. It is used to 

measure the efficiency of information dissemination on a network (Albert &Barabási, 2002). The 

shorter the average path the quicker it is for the information to travel among the network nodes. 



It is given by: 𝒍𝑮 =
𝟏

𝒏(𝒏−𝟏)
 𝒅(𝒙𝒊,𝒙𝒋)𝒊≠𝒋 , where n is the number of nodes and 𝒅 𝒙𝒊,𝒙𝒋  the 

shortest path length between two nodes. 

 

Eccentricity is the largest shortest path between a node and any other node (Hage&Harary, 

1995). It is an indicator of the distance between a node and the node that is most distant from it. 

 

Diameter is the maximum of the network’s shortest paths (maximum eccentricity). 

 

Radiusis the minimum of the maximum shortest paths between a node to all other nodes 

(minimum eccentricity). 

 

Global efficiency is used to measure information transfer within a network (Latora&Marchiori, 

2001). It is defined as the inverse of the average characteristic path length between the network’s 

nodes, and it can be calculated as 𝑬 =
𝟏

𝑵(𝑵−𝟏)
 

𝟏

𝒅𝒊𝒋
𝒊≠𝒋 . 

 

C. Segregation Measures 

 

Clustering coefficient is used to measure the tendency of nodes to form clusters (Watts 

&Strogatz, 1998). Local clustering coefficient focuses on each node separately and its clustering 

ability and is given by 𝐶𝑖 =
𝜆𝐺 (𝑖)

𝜏𝐺(𝑖)
, where for node i 𝜆𝐺(𝑖) is the number of triangles that it 

participates and 𝜏𝐺(𝑖) is the number of possible triangles (open or closed triplets). A value of 𝐶𝑖  
close to zero indicates that the neighbors of node i are not connected to each other, while on the 

contrary, values close to 1 show that most of the neighbors are also connected to each other. In 

order to measure the clustering coefficient of the entire network we may average the local 

clustering coefficients. In addition, there is global clustering coefficient or transitivity for the 

entire network, which is defined as 𝐶 =
3×𝑛𝑢𝑚𝑏𝑒𝑟  𝑜𝑓  𝑡𝑟𝑖𝑎𝑛𝑔𝑙𝑒𝑠

𝑛𝑢𝑚𝑏𝑒𝑟  𝑜𝑓  𝑜𝑝𝑒𝑛  𝑎𝑛𝑑  𝑐𝑙𝑜𝑠𝑒𝑑  𝑡𝑟𝑖𝑝𝑙𝑒𝑡𝑠
. Their difference lies on 

the fact that the latter favors higher degree nodes, while the first lower ones. 

 

Modularity is used to measure the degree to which the division of a network into communities is 

a good or bad one (Newman, 2006). A good division would suggest that there are many links 

within a community and very few among the communities. Modularity is given by 𝑄 =
1

2𝑚
  𝐴𝑖𝑗 −

𝑘𝑖𝑘𝑗

2𝑚
 𝑖𝑗 𝛿 𝑐𝑖𝑐𝑗  , where m is the number of links, A is network’s adjacency matrix, k 

is the degree of a node and 𝛿 𝑐𝑖𝑐𝑗   is 1 if nodes i and j are in the same community and 0 

otherwise. 

 

D. Resilience Measures 

Local efficiency measures the efficiency of information spreading within local subgraphs or 

neighborhoods and reveals how efficiently is the information transferred between the direct 

neighbors of node i when it is removed from the network (Latora&Marchiori,2001). The local 

efficiency is given by 𝐸𝑙𝑜𝑐𝑎𝑙 =
1

𝑁𝐺𝑖 (𝑁𝐺𝑖−1)
 

1

𝒅𝒋𝒌
𝑗𝑘 , where 𝑁𝐺𝑖  is the number of nodes in 

subgraph/neighbor Gi, and 𝒅𝒋𝒌 is the shortest average path length of all neighbors of node i. 



 

 

E. Similarity Measures 

 

Assortativity or assortative mixing applies to networks with nodes of various types or 

properties, and it shows the preference of nodes of the same type to connect to each other 

(Newman, 2003). One such property could be the degree value. The assortativity coefficient is 

given by 𝑟 =
𝑇𝑟𝒆−| 𝒆2 |

1−| 𝒆2 |
, where e is the type mixing matrix with element est such that est is the 

number of links that connects nodes of types s and t, and ||x|| represents the sum of all elements 

of matrix x (cardinality). Values close to 1 suggest that the network is perfect assortative, value 

equal to 0 suggests that the network is non-assortative and values close to -1 suggest that 

network is completely disassortative.  
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